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Leveraging Machine Learning 
in the Age of Information

In the Information Age, user data has become a valuable asset to any business. 
Data science is such a growing field due to the importance of data, as machine 

learning models can be generated to increase productivity and performance of 
service, improve user experience, and increase revenue streams.

Large companies have invested billions into this field already, giving them an edge 
in their respective industries, but how smaller companies join this AI revolution 

and gather data without investing so much money?
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Introduction
The solution is automated data 

collection via processes like collecting 
user data and web scraping. Web 
scraping is able to transcribe specified 
information using the Hypertext 
Transfer Protocol (HTTP) to a central 
database. Tools such as web and 
image crawlers are freely available to 
the public, and allows the developer to 
scrape and collect large amounts of 
data from the web. The developer can 
then comb through the information and 
use it to optimize there required task. 

What is Good Data?
Before we discuss the process of 
automated data collection, we must 
first determine what data we should 
be targeting. Manually analyzing large 
data sets can be inefficient, leading 
to some people neglecting to filter 
out “bad data”. However, without 
this processing, there could be a 
multitude of negative ramifications. 
When collecting data, a variety of 
characteristics must be met. For 
example, it must be representative and 
non-biased. If it doesn’t meet those 
criteria, it could lead to inaccuracies 
that interfere with your task, or 
particular groups could be unfairly 
targeted. The resulting complications 
could lead to a significant loss of 
revenue. For example, in California, 
USA, mathematical algorithms were 
used to determine a “risk assessment” 
for whether an inmate should be 
released from prison. The data sets 
that were scraped to train this model 

were “highly correlated with race 
and class” (Alexander, The Newest 
Jim Crow 1). This led to the biased 
treatment of certain minorities in 
California, USA, when it came to their 
release. To avoid outcomes similar to 
these events, we must ensure that we 
have “good data”.

Web Scraping
These days, a large majority of 
available public information is stored 
on websites. Technically, this data is 
accessible by everyone and can be 
exploited by anyone. However, actually 
sifting through the abundance of data 
on the internet can pose a significant 
challenge. The most common and 
effective way to do targeted data 
collection over the web is through a 
technique called web scraping, or 
web crawling. The basic process of 
scraping a webpage for data using 
automation is detailed below:
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A desired site is picked to scrape. •	
The site should first be perused 
by a developer to get an idea 
for the general pattern in the 
layout of the desired webpages. 
The developer should identify 
which selectors (a code snippet 
which specifies the location 
of an element on a webpage) 
are necessary for selecting the 
proper data elements in the 
html code. This will allow the 
process of web scraping to be 
automated.

The desired site is picked to •	
scrape and load up the url 
with a get request. Then, any 
forms required for the scraping 
bot to access the data are filled 
out. These forms could include 
search fields or login pages. Both 
of these tasks can be completed 
with something like the Python 
library, Selenium.

The process of navigating forms •	
and fields is continued until 
reaching the webpage which 
contains data that needs to 
be scraped. This page is now 
downloaded with an html parser, 
such as the one offered by the 
Python library, BeautifulSoup.

The proper selectors are used to •	
target the desired elements of the 
web page and extract the data. 
Data can be in the form of text 
or image links. The data is then 
stored in some sort of database 
for further use.

This process is repeated across •	
multiple webpages and even 
websites. Some more complex 
APIs, like Python’s Scrapy, are 
able to dynamically go through 
links on webpages to find 

information on sites not initially 
specified by the developer.

Web scraping, when applied properly, 
allows developers to fully leverage the 
power of a computer in automated data 
collection. The most efficient and well 
structured web scraping architectures 
can parse millions of websites in a 
small time frame. Through this, any 
developer can build a large database 
for a variety of uses.

Collecting User Data
Another viable method for automating 
data collection is through tracking 
user data.

The implementation of some 
underlying software which records 
how a certain service or application 
is used can be immensely beneficial. 
Such software can allow organizations 
to gain insight into who is using their 
product and how they are doing so. 
One particular benefit of this method 
of data collection is that the data is 
effectively proprietary. This means 
that no other party should have free 
access to it and the data collector 
has full rights over the data. Having 
exclusive access to datasets can 
give organizations an edge over 
the competition and is an important 
addition to the publicly available data.

Making the Data Worthwhile
After a sufficient amount of data is 
collected, developers need to make 
sure the data is used properly and 
efficiently. Although machine learning 
algorithms will usually perform better 
with more available data to train on, 
they experience diminishing returns 

until this may no longer be the case. 
Eventually, the algorithm may reach a 
threshold where the negligible benefit 
from just having more raw data renders 
focusing on mass data collection 
impracticable. This is where focusing 
on the actual quality of data that is 
being collected becomes much more 
valuable. Some useful techniques to 
improve the efficacy of collected data 
are detailed below:

Data aggregation can be used to •	
lessen the complexity of the data, 
making machine learning models 
more generalizable. If all the 
data initially collected it thrown 
immediately into a machine 
learning model, then an issue 
called overfitting could arise. This 
occurs when the model is very 
accurate in the isolated training 
environment, but loses much of 
its accuracy in the real world. 
Some ways to ensure this doesn’t 
happen include:

PCA - reduces dimensionality •	
of the data so there are less 
variables for the machine 
learning model to train on

Significance testing - used to •	
remove irrelevant variables 
that do not correlate sufficiently 
enough with the target that is 
being predicted

Dropping outliers and/or leads to •	
a more stable machine learning 
model as extrema may skew the 
model in a disproportionate way. 
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Normalizing the columns so •	
certain variables do not have a 
disproportionately large impact 
on the prediction. For example, if 
a dataset had one column in the 
order of thousands and another 
column was in the order of 
millions, one column may have an 
excessive effect on the prediction 
model. Basing the columns on its 
own normal distribution can fix 
this issue.

Making sure the data is •	
representative is important in 
a statistical and social setting. 
In terms of statistics, a dataset 
must be representative of the 
target population in order for the 
resulting predictive model to be 
accurate. In the social sense, 
ensurig representation decreases 
the likelihood of any undesired 
discrimination.

Establish checks for inconsistent •	
or unexpected data for manual 
investigation in order to ensure 
that the data collection process 
is running smoothly. This is 
commonly accomplished through 
running frequent reports on the 
data to detect any anomalies.

Certain pieces of data may •	
contain missing data in some 
columns. This can be addressed 
by filling out the missing column 
with the mean of that column.

By following these techniques, it can 
be ensured that the data gathered is 
being put to actually improve machine 
learning models. 

Privacy Issues
Data collection is concern for many 
organizations and corporations looking 
to maximize their efficacy in the market, 
and as a result, benefits the general 
population in many ways. Artificial 
intelligence can make services more 
accurate, personalized, and efficient, 
but it often comes at a cost on behalf of 
the common consumer. Nothing comes 
for free, and some privacy may be the 
cost of a better user experience.

Another issue is the accessibility of 
this information. Because so much 
data is collected and stored in a 
central database, this increases the 
severity of any data breaches. If a 
hacker gains access to this database, 
they would have important information 
such as passwords, medical records, 
credit-card information, and more for 
a plethora of customers.

Whether we like it or not, the age of 
information is upon us, and will not go 
away soon. In order to keep up with 
the data revolution, developers must 
fully embrace the importance of data 
collection and take advantage of the 
automated techniques discussed in 
this paper.
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